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Abstract. The paper is a continuation of a series of articles about work
and user experience on the LingvoDoc linguistic platform. Step-by-step
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form, as well as to the representation of new opportunities for carrying
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1 INTRODUCTION

A text corpus (corpus linguistics, language corpus) is a set of
electronic data intended for solving specific linguistic problems, col-
lected according to certain principles, marked up in accordance with a
certain standard and provided by a special search engine. Also, any col-
lection of texts combined by some common feature (language, genre, au-
thor, period of creation) can be considered as a corpus. The usefulness
of creating text corpora is explained by 1) representation of linguistic
data in a real context; 2) a rather large representation of data (in case of
a large corpus); 3) the possibility of repeated use of the once created cor-

pus for different linguistic tasks, etc. Corpora linguistics works closely
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with computer linguistics in the points of development, creation and use
of text corpora. Corpora can be used to obtain a variety of information
and statistics on linguistic and linguistic units of a language. In particu-
lar, they can provide data on the frequency of word forms, lexemes,
grammatical categories, changes in context at different times, etc. A rep-
resentative set of linguistic data for a certain period makes it possible to
study the dynamics of the processes of the language lexical composition
change, to conduct analysis of lexical-grammatical characteristics in dif-
ferent genres and in different authors. Corpora are also intended to be a
source and a tool for producing a variety of historical and modern dic-
tionaries, and can be used to construct and refine grammar and to teach
language.

The first linguistic text corpora appeared in the 1960s, and by the
beginning of the 21st century such databases have been created for many
languages of the world. Corpora on Altai and Uralic languages and dia-
lects, including those that have already disappeared or are on the verge
of extinction are widely provided on LingvoDoc (for more information
see [Kosheliuk 2021]).

This article provides a consistent description of steps to create

and work with text corpora in LingvoDoc.

2 HOW TO MAKE COPRUS

Work with sources on the LingvoDoc platform always begins
with registration in the system or login to your account. After this step,
the user will be able to work with the full linguistic base of the platform
(in some cases with the prior permission of the author of a dictionary or



corpus) and use all of its options, including the creation of its own cor-
pus.

The basic of the future corpus and the material on which further
research is based are often the archived data discovered by researchers
or field data collected during the expeditions. In our case, an example of
the use of the LingvoDoc platform was the «Gospel of Matthew 1868»
of the disappearing Mansi language - the Aboriginal language of Siberia,
presented on the website LingvoDoc.?

Work with the corpus can be started in two ways:

1) The opening of the existing one by authorization to the site, by enter-
ing the Language Database > Language Corpora;

2) Creating a new corpus via Dashboard > Create Corpus > Corpora®
(Picture 1).

Picture 1. A sequence of steps to create a corpus

Dashboard Create Corpus

Once you have created your own corpus, you can start working
directly with texts. To do this, you must open your corpus or search for
an existing one on LingvoDoc. The user-created corpora are stored in his
personnel office, to which the transition is made as follows:

2 See link: http:/lingvodoc.ispras.ru/dictionary/1146/10/perspective/1146/13/view.
3 Corpora displays user-created corpuses.



Dashboard

Llngvodoc 3.0 Natalia Koshelyuk ~ Tasks €8 Languages(English) ~

Language corpora

Select language

3 ALGORITHM FOR FURTHER ACTION
After opening the desired corpus, the user can explore the lan-
guage material at any convenient time, without a session time limit and

independently of other users (Picture 2).

Picture 2. Opening the corpus in the system

Llngvodoc 3.0 Natalia Koshelyuk ~ Tasks EB Languages(English) ~

View published (4)

Sound aw

Markup aw Comment it aw
Markup

GG




When working with corpora, linguists can also check added text,
edit it, attach sound files and perform other required actions (Picture 3).
These actions can be performed both in the corpus and in the corpus of
another user - if there are added rights requested personally from the ed-

itor-in-chief of the platform and/or author of the required corpus.

Picture 3. Corpus edit field

Lingvodoc 3.0 Natalia Koshelyuk ~ Tasks W Languages(English)

Sound aw

Markup aw Comment tav
Markup

-é
-

After performing all necessary corpus manipulations, it will look
like this (Picture 4):

Picture 4. Finished corpus at LingvoDoc

[ ] 19
1 L [ ' ' 1 1 [ [
jrext Matpinel Jalpen Jomas lachel I Pank Choren Isus Kristos telem a$ mos, chotchar piv Davidne os David piv Avi
T T T 1 I i T T
literary translation OT Mat¢en Ceatoe bnarosecTBoOBaHMe. Mnasal Pogocnoene Mucyca Xpucra, CoiHa 4aengosa, CbiHa ABpaamoBa;
ALl e s e = e A A e, e Lot
translation MaTBeiA... CEATOA-... XOpOWWA  cnoso rnaga NpovC... MACYCX... POXAATh... NOBEP... ME... KOTOP... CbiH J3BWA.. W [JlaBn]
Lid T SOPOMA S L L L oo PORAATE.., TORTP. - BODb.. [T PR a7
transcription Matpi-nel jalpen jomas lachel pank choren Isus Krist... tel-em a8 moschotch... piv David-... os David
i T i i T T
word Matseid RanneHr AaMC naxan NaHrK Incyc Xp... ténx W Mac xoTxap nys AaewaHs yc [laeus

Convert to dictionary—- — Close

It is not enough to have an array of texts to solve different lin-
guistic problems. Texts are also required to contain, in a variety of ways,
additional linguistic and extra-linguistic information. This is how the

idea of a demarcated corpus arose in corpus linguistics. The markup




(tagging, annotation) consists of attributing special marks (tag, tags): ex-
ternal, extralinguistic (information about the author and information
about the text: author, title, year and place of publication, genre, subject;
information about the author may include not only his name, but also
age, sex, years of life and much more. This encoding of information is
called meta-markup), structural (chapter, paragraph, sentence, word
form) and linguistic proper, describing lexical, grammatical and other
characteristics of text elements. The set of this metadata largely deter-
mines the capabilities offered by the corpora to the researchers. The se-
lection of these data should be guided by the objectives of the study and
the needs of the linguists, as well as the possibility of adding non-core
topics to the text.

Extra-linguistic information on LingvoDoc is not displayed di-
rectly when opening the corpus, but it can be added in the personnel of-

fice in the special Properties (Picture 5):

Picture 5. The field for adding extralinguistic information to the corpus

ILIngvndoc 3.0 Natalia Koshelyuk ~ Tasks 3 Languages (English)

& Roles..
& Properties...

% Statistics.

R Remove perspective

The following fields are usually displayed directly in the corpus
markup (Picture 4) on LingvoDoc:
e text— phrase from the monument;

e literary translation — Russian translation;



e translation — recording a gloss;
e transcription — indicators;
e word — a parallel from a related language

Concordance can also be formed from any corpus:*

[ 1%
' ' 1 [ 1 1 ' '
rext 3 rnaga.1. T3/ NiABIA N0aT 366aH PhiCTeR, M CapH MIMMENb CarbIAT IyAee MiellecT,
..... . =0 T L 4 LU - — .
literary translation 1. B Te AHW NPUXOANT MoaHH KpecTnTenk M NponoBeAyeT B NyCTeiHe MyaeAckon
T T T T i f T T
translation TTOT... AeHb-... MPWATK-3... M0a@HH-SG.... KPeCTUTb-PT... M. rOBOPWUTL-3... BOr-SG.... BecTb-PL.... Wyaes-AD] MyCTbiH... W..FOBOPUTb-...
1 1 T T i i i 1 T
transcription | O niAB-A noat SBBaH PICT-€/ W capH WMMeNb  car-blAT Iyge-e Mieu-ecT W LANXK
.......... L . 2 : - ; JAEE, =h e '
word IT3AT niadee  nogran 3BBaH PbiccT3i CappH Hmmenb  codrsth  Mygemrcks ) LATK

Convert to dictionary.—. — Close

NEW DICTIONARY

Moreover, the options available when working with text corpora
are similar to those for working with dictionaries (Picture 6): cognate
acoustic analysis, cognate analysis, cognate multi-language analysis,
cognate reconstruction, cognate suggestions, phonemic analysis, phonol-
ogy etc.

4 Concordance is a list of all uses of a given word in context with links to the source.



Picture 6. List of options available when working with corpus on LingvoDoc

Llngvodoc 30 Natalia Koshelyuk ~ Tasks EB Languages(English) ~

View published (1) Tools ~

Cosnate scoustic analysis
Markup aw omment aw
Cognate analysis

Sound aw
Markup

Cognate multi-language analysis

Cognate multi-lansuage reconstruction

Cognate suggestions.
Phanemic analysis
Phonology

Phonological statistical distance

Sound and markup

IV NEW OPPORTUNITIES FOR WORKING WITH CORPORA

Until recently, working with the LingvoDoc corpora was a bit of
laborious: the corpora was originally formed by the Elan program?®, and
a mechanism for building corpora directly in LingvoDoc was developed
(method described above) in order for a linguist to start researching texts.
However, since 2020, a new option has been launched using Timothy
Arkhangelsky (Hamburg) code, which is to load text on LingvoDoc
without having to create markup - creating parsers®. This option features

the ability to type any text in Word and load it in .odt format (Picture 7).

5 Elan is a computer software, a professional tool for manual and semi-automatic annotation and
decryption of audio or video recordings.
6 A parser is software that extracts certain pieces of information from a data set.



Pucynoxk 7. Creating a parser on LingvoDoc

Lingvodoc 3.0

File selection
Select Dialeg file for import

®) Create dictionary

Update dictionary

dictionary

Llngvodoc 3.0 Natalia Koshelyuk ~ 3apaun €3 Languages(Russian (Pycckui)) ~

MlocuoTpers onyBnuKosauKsie (1)

3oyx aw

PasueTka aw KommenTaphit aw
Pasmerxa

(T4

In the text processed with the parser, the markup occurs automat-
ically (Picture 8):

Picture 8. Implementation of automatic parser markup

Text markup

Proposed varlants

- HYHANSH YA BN, CEMBAED 0BOT HO. CEMER UBONTIVER, 241

ATH MEABACEKE bl HAHE BAE LUYBICE YKAHE! KOLIKEM HO, TATR MOH3 KODKA

63634 N0 AEACTBMTENLHOE BACKTLIKY3b, N0 BOMHAE KOWKLIKYS 03bbL... CHOPEKE, NE, YKaHb! KOLKH HO, Ti

coe

0 HO, BEDA3EL, NE, HelMbI, OFHAS KEABTIMBIN WYRICA. MOK, NE, YK

Ny

0, KOPK LIOPBI IYKC! aKe. HOLL TATA

KEIKY, MOH KyaTh 3PEC Keink

BAHbI MEME KOC3 KE, “TATR” FOXTEIMEI HO YT TOANCEKE

DHTiHbI TOARCEKO, “TATR™ — Y. Ty
LODIN Y3, MYPTAB

FOXEACANEIG KE... HOW




In case of ambiguous markup, you can use hovering the cursor
on a glossed word to remove the homonymy (similarity of words by
sound or spelling, but different meaning) in the text (Picture 9):

Picture 9. An example of removing homonymy in a parser

Text markup

Proposed variants

e AyLIKaE MbiHaM Y36Ip CBEMH BBNSM, Y3bID 5 v 0 MOH OFf 338 KM, KYPaASHICa Byai. Afisi

roMTRiHEI TaHH KbiK NON SpMie BACETENASEL: HEIPBICH A - a 08 YT TOAMCEKE! HIt, OPHaM Byal. Cy33)
roxT-s1
loss: STEM-CAUS

3Ck BOXBACEKBICA — TPOC NMAR. MaP-0 BULIO BEPAN0A Ha

7 TPOC BEPaH HO

GhiraTsl Mo BepaHLL MaiHaM B0DA

M nor,

BEPAHE! KYTCKCHKO KE... ChiGE KyPaA3ICa Gyalh

Ham Bepame.

-
V,1tr with,_instr,with_ill caus,3,5g,prs,neg
rans_fu: HaNUcaTE

0T VHEN yMOR B3, Wy, HO X 0BT MIMHAN HO KbIE Ke KyDEAISICa BYAV. MaWae YerHyHaNsH yxa 627, CEMERE3 0807 HO, Cavin DBOTTIMER,

1M HO 8336 YXEHB KYTCK, KyVH-HEBUIL KASCCHICEH UK. YT BbiraTo! BED3HSI, KOTLMAP TOH LY HO.

-

s Bataes, MOH3 CKOABIHBI TYPTTEICA, OTH AHbI NY037 MbIHBIM HAHE B3E LUYBICA YKAHB! KOWKEM HO, TATA MOH3

Joss: STEM-CAUS KOPKS OHaWE MYKTEICS KENETSM, U B0 BORHAE KOLIKBIKYS O3bbL... CHDEKE, NE, YKEHS! KOLLIKH HO
with_instr,with_illcausimp;sg | mitein, coe apume BaceTinnss

&E0. KOPKS LIOPEI MYKCBEICS, MM MAKE.

TRTA

ATHIHE

n
TRl YT TOBMCEKS! BAN. “MaMa™ FOXTeiHb| TOAACEKD, “TATA” — yr. T
rox-a7

loss: STEM-CAUS

p-07 03bbi MK Kypaz3aica Gyal.

626387 yacs Ban Ho, 6aBaeb-2, Map-

M HO YXECH MyW. GEPMABIH YXB BaNL HEPMBBIH THIPMBITSK, CYWIWKBbIH Y3 Ha BAN. 40P

th_ifl caus, sg.
- MyPTAB PTTBINI

Bepka? BepAca-BePACA FOXEATO HO — N33¢ 8k Kopia

M. YT BBIFaThl OT-biR) Bk O3bbl, BEPACLKON CAMENDI

OBRCANBIA Ke.
loss: STEM

r: Nisg.nom

rans_ru: 1. NNCEMO 2. 33NHCKa

Text markup x

Proposed variants

[flefyWKas MbIHAM y36ID Caguts BEUIM, ¥ aBvHNEH NME3 — Visan, VIBaH33 HO, y36iD C2BMH33 HO MOH O 3436 HI

Hoe Back:

TaH KiK NION 3pMue BackTeinY Butes

H ce

prics Aei

cobepe — BoiHae. u YT TOARCEKE HA. OHAM ByaR. Cy

HO 0BON. 3

& BOXBACEKEICA — TPOC AN MAP-0 LILLID BEPANGA HA? TyX THOC BEPAH HO — Y BLIFATEl MOH BEPaHBL MbiHam Gop,

BEPBHE! KYTCKIACHKD KE... Chide KyPaASHICa Byai...y

Ny MEIH3M BEDEH

h il Caus 350,010€0 o aar mkal

B, LUYO, HO 4K AT MMHAN HO Kbide ke KyPASHICa BYAIS. MBMBE YEH-HYHAISH Y@ BaN, CEMbAES 80N HO. CeMbA DBONTIMEN

uoi By

aM HO Ba3b YA KYTCKM. KyMHE-Hibilb KNGCCHICEH UK, YT GbiraTl BPaHb, KOTBMAP TOH LY HO.

Gatia

MO CIOABIHEI TYPITSICA, OTH-TaTH MEALACKSICE BETAAS. Kblzbbl HHASHSI Y037 MBIHBIM HAKE B3 LLUYBIC YXaHE| KOLKEM HG, TATA MOH3

KOPKE OTHaMe MyKTBICa KENBTaM, LuyW3 5a6aes. ane AefCTBMTENsHOE GaChThiky3bl, 010 BOAHAE KOLUKEKY3 03bb... CIODEKE, N, YKaHS! KOLIKM HO

ithillcausimp.sg  Tinw, coe ap

e BatsTINAM

0 HO, BEPazL, Me, HElbIA OTH

bIH LUYBIC3. MOH, NE. NYKCLKO, KOPKE LIOPGI MYKCbbICa, MA4M MaKe.

OXLAHE MBI KOC3 KE, “TRTA” TOXTEIHE!

HOW THTR BOAIHGE KOWKBIKY, MOH KYSTb SPEC Kb\, WYW3. Kbi3bii-0, O CHHA, YT TOARCHXE! HM MOH

HO YT TOAMCEKS! BaN. “MaMA™ FOXTEIMG! TORACEKO, “TATA™ — YT, TYPT3 MBIMBICA, FOXTHICA BANCLKO BaN

BCE, BLULIG MaP-07 O3bbl UK KYPAASHICa ByAT

p®aCh BaN HO, Bata

£-3, MA[-3 BUHM HO YKACE N

biH K3 AN, deph

BIT3K, CYLUMAKABIH Y3 K3 BaN. A0PEIK Y&

TAB KPTTBUIAS,

PK3/13 BEPACS-BEPACA FOXBATO HO — M358 3. KOPKSH MYKOH CAMEH. YT BbIraTsl OTHEIR] BEPAKSI. D3bbl, BEPACLEOH CAMEHbIM FOXBACANSIA Ke

CONCLUSION

The features for working with text corpora provided by Lingvo-
Doc platform allow not only to create databases in a more convenient
way, but also to use on this material all the options available when work-

ing with dictionaries.



In addition, the system’s built-in option of adding parsers, due to
the possibility of a Word text set, automatic markup and removal of ho-
monymy, provides a more detailed, fast, but at the same time reliable

scientific result.
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