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Abstract—In the mobile communication field, some of the video
applications boosted the interest of robust methods for video
quality assessment. Out of all existing methods, We Preferred,
No Reference Video Quality Assessment is the one which is
most needed in situations where the handiness of reference video
is partially available. Qur research interest lies in formulating
and melding effective features into one model based on human
visualizing characteristics. Our work explores comparative study
between Supervised and unsupervised learning methods. There-
fore, we implemented support vector regression algorithm as NR-
based Video Quality Metric(VQM) for quality estimation with
simplified input features. We concluded that our proposed model
exhibited sparseness even after dimension reduction for objective
scores of SSIM quality metric.

I. INTRODUCTION

The recent advancement in digital imaging technology and
availability of efficient transmission systems have resulted
in a proliferation of videos more than ever before. Video
transmitted to and from mobile devices will account for 66
of the global mobile data traffic by 2014 as per forecasts.
Video services that have gained wide interest are so many and
television broadcast, DVD, Blu-Ray, Mobile TV, Web TV etc.
are some to name. One of the key characteristics of video
services is the quality of experience (QoE) as observed by
the end user. Quality of visual media can get degraded while
capturing, storing, transmission, reproduction and display due
to distortions which might occur at any of these stages. The
true judges of video quality are humans as end users of the
video services. The scientific process of evaluation of video
quality by humans is called subjective quality assessment.
However, subjective evaluation is often too inconvenient, time-
consuming, expensive and it has to be done by following
special recommendations in order to produce reproducible and
standard results. These reasons give rise to the need of some
intelligent ways of automatically predicting the perceived
quality that can be performed swiftly and economically.
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II. VIDEO QUALITY ASSESSMENT

In our research work, we carefully employed the specifica-
tions recommended by ITU-R BT 500-10 as mentioned in [1]
and VQEG Hybrid test plan in [2] which is explained briefly
in following sections.

IIT1. PROPOSED IDEA

Mainly, the proposed method involves extraction of vi-
sual quality relevant bitstream parameters and building of a
machine learning based model for quality prediction. These
parameters were selected carefully to keep the complexity in
control and to get reasonable coding information which can
represent the coding distortions. Following is the description
of the extracted parameters and the rationale of making a
parameter a part of the proposed model.

IV. FEATURE EXTRACTION OF H.264 BITSTREAM DATA

Feature extraction out of encoded video sequence has been
processed using JM Reference software Version16.0. The
Feature extraction of bit stream data which has been generated
as a trace file after encoding process.

1) Bitrate.

2) Frame rate

3) Percentage of inter macroblocks of size16x16.
4) Percentage of inter macroblocks of size 4x4
5) Percentage of inter macroblocks of size 8x8
6) Average quantization parameter. .

V. UNSUPERVISED LEARNING METHOD

Generally when we are dealing with high dimensional data,
addition of more features will effect the system or model
performance and increase complexity of system, therefore in
order to overcome curse of dimensionality factors such as
efficiency, classification performance and ease of modeling
are to be considered. Efficiency is further classified into
measurement, storage and computational costs. Especially in
machine learning concept, a finite number of observations in
a high-dimensional induced space with each input data having
possible number of values, any model required large number



of features for training to make sure that they are numerous
samples with each permutation of values. Therefore, our main
idea is to reduce the dimension of inputs with minimal loss
of information. Dimensionality reduction is suitable in visual-
izing data, noticing a compact representation, and minimizes
computational processing. In addition, reducing the number of
dimensions can separate the features with significant data from
less significant ones which provides further Vision into the na-
ture of the data which may not be discovered otherwise. There
are various dimensionality reduction techniques like Partial
least squares(PLS), principle component analysis(PCA), sin-
gular value decomposition(SVD), kernel principle component
analysis(KPCA), factor analysis and hierarchical clustering
etc. PLS and PCA has two functions in regression analysis i.e.
transforming highly correlated variables to independent vari-
ables via linear transformation and dimensionality reduction.
In the case of regression, So we preferred to use PCA for
dimensionality reduction in our research work.

A. Dimension Reduction

a) : Especially in machine learning concept, a finite
number of observations in a high-dimensional induced space
with each input data having a large number of possible values,
any model requires large number of features for training
to make sure that they are numerous samples with each
permutation of values. Therefore, our main idea is to reduce
the dimension of inputs with minimal loss of information. Di-
mensionality reduction is suitable in visualizing data, noticing
a compact representation, and minimizes computational load.
In addition, reducing the number of dimensions can separate
the features with significant data from less significant ones
which provides further vision into the nature of the data which
may not be discovered otherwise. There are various dimension
reduction techniques like principle component analysis, singu-
lar value decomposition, kernel principle component analysis,
factor analysis and hierarchical clustering etc. In our research
work we deployed PCA for dimensionality reduction

B. Principle Component Analysis

Principle component analysis is a statistical method which
uses orthogonal linear transformation technique that projects
a set of vectors into a new dimension which has components
that are linearly uncorrelated and arranged according to de-
creasing order of variance. It is assumed that most significant
data is found in the first coordinates of the projected space
and it contains larger variance. Reducing the dimension of
the input vector leads to improvement in the generalization
performance. The below figure illustrates 2 dimensional risk
factor is transformed to 1 dimensional space using principle
component analysis (PCA).

a) : PCA is used to reduce the dimension of input space
for our proposed model. The reduction of dimensions in the
input space will reduce the complexity of the system and also
decreases the time which is necessary to train the model. The
PCA technique can be chosen as the method for preprocessing
data and to extract uncorrelated features from the data.

b) : Computing PCA, If X is an input vector of m
dimensions and In order to reduce the dimensions, we need
to eliminate insignificant data from a given input vector.

—

X - [$1,l’27..,wm0,$m0+1, """ u'l.m] (l)

c¢) : we have to map the input vector X in other
dimensioanew. By designing a transformation matrix (T) of
m rows and m columns and multiplying matrix T with input
vector we get)fmw . Therefore expression is given as

Xpow =T.X 2)

e X is a zero mean m dimensional random vector.
. )fnew is new space dimension.

d) : PCA is a multivariate technique employed for di-
mensionality reduction of a Input features with high number
of correlated variables, Therefore we need to maximize the rate
of decrease of variance in order to reduce the dimensionality
of input vector. A mathematical model of PCA follows

e) : If X is input random vector and q is unit vector
of m dimension and According to the property of vector ¢,
Euclidean norm of ¢ is one. | ¢ ||= 1 By projecting X on q
in a projection space A. we get,

A=XTg ©)
Variance
B[A’] = GRuaq" “)
where R, is the correlation matrix
Ry, = E[XXT] ©)
let 1/(q) be the variance probe
U(§) = qRaw" 6)

For minimal value of variance

V(G +0q) = (9 @

the eigen values Aj, Ao, .ooeeeee. Am and the corresponding or-
thogonal eigenvectors ¢, ¢a, ...... Gm of the covariance matrix
R are calculated and arranged according to their magnitude
A= > > A

R = NG ®)

where); is highest value of all eigen values.
Q=G Gy . ] ©)
A = diagonal[A1, Ag, .......... Am) (10)

@ is an orthogonal matrix satisfying

Lifi=j

ST 4 J

Orthogonal similarity transformation is expressed as
Q"RG=A (12)



In expanded form

Aj,if k=7
0,if k#£j
The correlation matrix R is expressed in terms of its eigenval-

ues and eigenvectors as following

m

4;" Ry, = (13)

R=> " Nglal;" (14)
j=1

O(g5) = A (15)

a; =X"q; (16)

for j=1,2,...m (represents analysis) a;=projection of X onto
principle directions,

X =) a;q; 17)
j=1

for j=1,...., m (represents synthesis) Let the eigen values
A1, Ag, .....A; are largest values of correlation matrix R, and

l
X =3 a4
j=1

X is not exact but approximate solution because of truncation
to 1 terms but the dimension of vector X is preserved.
e Matrix representation of Encoder and Decoder of PCA

(18)

Tl [(fl]T ai
o || = | = |

Tm [d’l]T ap

a1 T
g : =@ ——a - \

a IAm

m
F=X-X=Y aq
i=l+1

19)

Error is found to be orthogonal to X , since PCA transforms
linear input space into an orthogonal space €.2 = 0
o Total variance of m-components of input data X

m m

Yot =) ") (20)
j=1 j=1
« Total variance of 1 -components of X
l l
dot=> ) 1)
j=1 j=1

« Total variance of (I-m) components of input data vector
in error vector

m m

S ot= >N (22)
j=l41 J=l+1

Where\; 11, Aj42, .... A, corresponds to small variance. So, the

variance of input vectors which are detected by PCA depends

on eigen values.

In this section all the equations from 2.8-2.29 are derived

h) : A; are sorted in descending order and the proportion
of variance has been explained by principle components(l) as

AL+ A2+ + N
A+ Ao+ + A+ + A
If the dimensions are highly correlated, then there will be less
number of eigenvectors with large eigenvalues so it has 1<m
dimensions and a large dimension reduction may be obtained.
We found such typical cases in image and speech processing
tasks where inputs are highly correlated. If dimensions are not
correlated, then there will be no gain through PCA.

VI. SUPERVISED LEARNING METHOD

Kernel based learning methods are classified into super-
vised and unsupervised learning algorithms. Kernel method
solves any problem by mapping the input data set into high
dimensional feature space via linear or nonlinear mapping
which is also referred as kernel trick. In recent years, few
powerful kernel based models were proposed such as sup-
port vector machines, kernel fisher discriminant and kernel
principal component analysis which are used for regression,
classification, dimensionality reduction and other jobs. In our
research work, we adapted Support Vector Machines(SVM)
algorithm for regression analysis.

A. Support vector Machines

Support Vector machine(SVM) is a supervised and powerful
learning Based algorithm invented by Vladimir VaDnik [3] and
it is commonly used for classification and regression analy-
sis. Its formulation is based on structural risk minimization
principle which includes capacity control in order to prevent
over-fitting problem of Empirical Risk Minimization principle
based learning algorithms like traditional Neural Networks. In
our research work, we performed regression analysis where
Support Vector Regression exhibits the benefits of machine
learning with the capability of learning difficult data patterns
by mapping of simplified input features extracted from h.264
bit stream data and regressing with desire or true values in
a very effective way. The mechanism of SVM works by
mapping of nonlinear input data to high dimensional kernel
induce space via nonlinear mapping which leads to solving
set of linear equations in kernel space [?]. An insensitive loss
function is introduced in SVM which measures the risks and
the kernel functions has the flexibility that allows SVM to
search a wide variety of hypothesis spaces [4].

B. Regression Analysis

Support Vector Regression model will provide better accu-
racy for predicting the video quality in no-reference video
quality assessment and line up with human visual system.
Support Vector Regression is a supervised learning method in
which the input data is mapped into high dimensional kernel
induced feature space via nonlinear mapping. Thus a non-
linear function is transformed to linear function where regres-
sion is performed in high dimensional space. The capacity
of the model is controlled by parameters that do not depend
on dimension of feature space. In support vector regression, a



loss function is introduced called as epsilon that ignores errors
situated within the zone of the true value as shown in figure.
a) : The given input data set X is first mapped onto
an m-dimensional feature space using nonlinear mapping, and
then a linear model is constructed in the m-dimensional feature
space. The linear model in the feature space is given by
m

fle,w) = wjig;(x) +b (23)
j=1

gj(z),7 = 1,...m is a function of nonlinear transformations,
and the term b is the bias. Since by pre-processing the input
data it is assumed to have zero mean, therefore bias is dropped.
The epsilon band with slack variables is shown in the below
figure.

Slack variables measure the cost of the errors on the
training points and epsilon error is zero for all points that are
inside the epsilon band. Support vector regression introduces
a loss function called e-insensitive. Quality estimation can be
measured with the help of the loss function.

0, if |y - f(z,0) <e,

ly — f(z,w)| —e, otherwise.

LE(ya f(a:,w)) = {
(24

The empirical risk is defined as

1 n

Rem w)=— LE yzvf Ti,w (25)

pl6) = o 3 Lol 1)
The linear regression is performed by support vector regression
in higher dimension kernel induced feature space using e-
insensitive loss, also by minimizing tries to reduce complexity
of the model. Outside the e-insensitive zone the deviation
of training data samples is measured by introducing slack
variables (§;, & for i=1,....,n) slack variables are non-negative
which determines upper and lower bound. Therefore support
vector regression is formulated for minimization.

mm% ]| 2 +c;(&, +E) (26)

yi — flog,w) <e+ &
stq flzi,w)y <e+§
51?5? 207

The optimization can be transformed to the dual problem

i=1,....n.

Nsv

flz) = (o= a))K(z,x))

i=1

27

wril<a <C,0<o; <C

b) : where ng,- No of Support Vectors, a,a; are la-
grangian coefficients of certain samples. Some of them are
non zero mean and corresponding samples are support vectors
and the kernel function is

K(z,:i) =y g5(x)g; () (28)
j=1

Commonly used kernel functions are: linear kernel function,
polynomial kernel function, RBF kernel function. In our
proposed model we use RBF as kernel function

— 1y — il |2

o2

K(y,y;) = exp (29)

In this section the equations from 2.41-2.47 are derived. Where
o is kernel parameter. The generalization performance of sup-
port vector regression depends on a good setting of kernel and
meta-parameters (C, €). Optimal parameter selection problem
is also complicated by the fact that complexity of SVR model
depends on all three parameters. SVM treats meta-parameters
as user-defined inputs for regression. Selection of kernel type
and kernel function parameters depends on application-domain
knowledge and also should reflect distribution of input (x)
training data. C determines the trade-off between the model
complexity and the amount up to which deviations larger
than ¢ are tolerated. If C is too large or infinity, then the
objective is to minimize the empirical risk, without regard of
model complexity part in the optimization formulation . The
€ Controls ¢ -insensitive zone width, to fit the training data.
The value of this parameter will affect the number of support
vectors which are used to construct the regression function,
if € is large only few support vectors are selected and larger
e-values results in more flat estimates. Hence, both C and &-
values affect complexity of model but in a different way.

VII. TEST METHODOLOGY

We preferred k-fold cross-validation (CV) strategy to train
and validate the proposed model and Cross Validation(CV)
is a technique which was used for estimating performance of
predictive model. generally CV is a re-sampling strategy used
to validate the performance of our proposed model by random
sub-sampling of the available data. In other words, the original
data is subdivided randomly into k folds. In each round of
CV (k — 1) folds are used for training and the remaining
fold is used for validation, this procedure is repeated for k
times with each of the k folds should used exactly once for
the model validation. Performance estimation of our proposed
model is determined by average of results obtained in k folds
for k rounds [5]. Errors which occur on the validation sets
are monitored during training. The validation error generally
decreases during the initial phase of training, as does the
training set error.

a) : Mainly, input features are obtained by extraction
of bit steam data at decoder side after transmission of video
within the network. Our proposed Model has been trained and
tested with input features(X) consists of 6 parameters extracted
out of bit-stream data as mentioned in above with respective
corresponding Target values of SSIM quality metric.

[ No of instances | MAE MSE RMSE RSquared
Instance 1 0.033981  0.002152  0.046385  0.460293
Instance 2 0.030235  0.001535 0.039183  0.614883
Instance 3 0.021469  0.000859  0.029302  0.784624
Instance 4 0.036298  0.002618  0.051165  0.343333




b) : The statistical analysis of proposed model explores
the values of mean absolute error, mean square error, root
mean square error and r square(goodness-of-fit measure) for
4 instances as mentioned in table, quantifying the strength of
the relationship between proposed model and the SSIM metric
is based on R squared.

Predictions: model 2
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Fig. 1.

The Above plot is illustrating linear fit of input data within
high dimensional kernel induced space based on support vector
machines.

VIII. CONCLUSION

We concluded that our proposed model exhibited sparseness
even after dimension reduction for objective scores of SSIM
quality metric. Our Future work is based on improving predic-
tion accuracy which depends on decision towards eliminating
sparseness of proposed model.
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